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CREATING A SYSTEM OF EQUATIONS AND SOLVING PROBLEMS
RELATED TO THEIR SOLUTION

Abstract. The article presents theoretical and experimental results on the
use of error-free calculations for solving systems of linear algebraic equations.
Solving systems of linear algebraic equations is one of the fundamental
problems of mathematics. In particular, it arises when solving boundary value
problems for differential and integral equations, to which real problems of
technology, physics, economics, and mathematics are reduced.
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Many problems of theoretical and applied mathematics are brought to the
solution of a system of linear equations of the first degree. For example,
problems of interpolation with the n-order polynomial using the values of the
function given at n points or approximation of the function using the method of
mean squares are brought to the solution of the system of linear equations of the
first order.

A system of linear algebraic equations.

The source of the formation of a system of linear equations of the first
order is the approximation of continuous functional equations with finite
difference equations. Solving the system of first-order linear equations is
divided into two methods, 1.e. exact and iterative methods.

An exact method means finding an exact solution to a problem as a result

of the exact execution of a finite number of arithmetic operations.
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In iterative methods, the solution of a system of linear equations is found
as a limit of successive approximations.

System of linear equations and their solution. Many practical, including
economic, problems lead to the concept of a system of linear equations.

DEFINITION 1: A system of m linear equations with n unknowns is a
system of the following form:

Here, ai j and bi (i=1,2, ..., m; j=1,2, ..., n) are given and arbitrary fixed
numbers, the numbers aij are the coefficients of the system (1), and bi are the
free terms is called In this system, xj ( j=1, 2, ... , n) are unknowns, and it is
required to find their values.

Using the sum symbol, system (1) can be briefly written as follows:

Now we introduce the rectangular matrix A composed of the coefficients
aij of the system of linear equations (1) or (2), the matrix X and V formed from
the unknowns xj and free terms bi.

Then, using matrix multiplication, (1) the system can be written in the
following matrix form, which is compact and convenient:

AX=V. (4)

DEFINITION 2: The solution of the system of linear equations (1) or (2)
is said to be such numbers x1=al, x2=a2, ..., xn=an that when they are put into
the system of equations, each equation is satisfied, i.e. until 'grey becomes equal.

Solutions of the system if the column matrix is written in the form In this
case, the column matrix X consisting of n numbers is one solution of the system.

For example, for a system of equations with n=3 unknowns and m=2
x1=1, x2= -2 and x3=5 or the numbers that make up the dominant matrix are the
solution. Indeed, if we put these numbers into the equations of the given system
(5), we will have correct equalities.

Checking for the existence of a solution to a system and, if it exists,
finding it is called solving the system. There can be three cases when solving a

system of linear equations.
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Case 1. Sistema has a solution and this solution is unique. For example,

x1=2 and x2=-5

are unique solutions for the system.

Case 2. The system has a solution, and this solution has more than one.
For example, it is possible to directly check that x1= -5, x2=26 and x3=43 are
also solutions for the system (5) above.

Case 3. The system has no solution. For example, the system has no
solution because there are no numbers whose sum is both 1 and 0 at the same
time.

We will consider the method of solving the system of linear equations by
successive elimination of unknowns, that is, the Gaussian method.

This method has several calculation methods. One of them is Gaussian
complex path.

Let this system be given Suppose that all#0 (the leading element),
otherwise we change the places of the equations and move the equation with a
non-zero coefficient in front of x1 to the first place.

All the coefficients of the first equation in the system are divided by all,

x1 +b12(1) x2 +...+b1(nl) xn =b1(,1n)+1 (2)
we generate , here
al2=>bl2(1),...,aallln=bl(nl), aal,11n+1 =bI(,1n)+1 all

or briefly bl(1j) = aalllj (j > 2). Using equation (2), it is possible to
eliminate x1 in the remaining equations of system (1). For this, equation (2) is
successively multiplied by a21, a31, ..., and the second, third, etc. of the system,
respectively. subtract from Eqs. As a result, the following system is formed.
where aij(1) are the coefficients

aij(1) =aij —ailbl(1j) ,(i,j > 2)

is calculated using the formula.
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Now we perform similar substitutions on system (3). To do this, divide all
the coefficients of the first equation in system (3) by the leading element a22(1)
70,

x2 +b23(2) x3 +...+b2(2n) xn = b2(,2n)+1 (4)
we generate , here

2)a

b2 j=a22(1) (j=3)

Using the equation (4) in the following equations of the system (3), we

eliminate x2 as above, we come to the system, here
aij(2) =aij(1) —ai(21)b2(2j), (1, > 2)

The process of eliminating unknowns is continued, and we assume that
this process can be completed up to m-step, and at m-step we have the following
system.

here

a (m)
(m) mj , a(m)

bmj = amm(m) ij =aij(m—1) —aim(m—1)bmj(m) (i, j > m +1) .

Let m be the number of the last possible step. There can be two cases:
m=n or m. If m=n is a triangular matrix and the system (1) is equivalent to the
following

we will have a system. From the last system one can find xn, xn—1,..., x1
in sequence (6) finding the coefficients of the triangular system is called the
straight walk of the Gaussian method, and finding the solution from the system
(7) 1s called the inverse walk of the Gaussian method.

We have a system of linear equations in which the number of unknowns
is equal to the number of equations we got acquainted with Cramer and matrix
method of solving. This method is weak the downside is that there are too many
when the number of unknowns is somewhat large calculations have to be done.

For example, four lines with four unknowns for solving the system of equations
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by the Cramer method, five of the fourth order it is necessary to calculate the
determinants. The fourth-order determinant is something when spreading over
row or column elements, the distribution has four third orders determiner
participates.

Methodology of teaching solving problems by forming equations.

The mathematics textbook is supposed to teach students to solve some
problems by creating equations. To learn how to solve simple problems of
adding, subtracting, multiplying and dividing unknown numbers by creating
equations and solving text problems using equations together with examples
strengthening the knowledge of students is an important task. The main goal is
to create a foundation for the formation and development of logical thinking
skills, to be able to express one's thoughts independently, to expand the students'
thinking worldview, and to train their intelligence and the virtue of present-
responsibility.

The mathematics textbook is intended to teach students to solve some
problems by creating equations. In order for students to learn to solve problems
with equations, they will need to separate the given and desired quantities in the
problem. Solving simple problems using equations begins in second grade. In
the second grade, simple problems on finding the unknown components of
addition, subtraction, multiplication and division operations are solved by the
method of creating equations.

Determine which equations they are when you start solving a system of
equations. Methods for solving linear equations are well studied. Nonlinear
equations are often unsolvable. There is only one special case, each of them is
almost individual. Therefore, the study of solution techniques should begin with
linear equations. Such equations can even be solved purely algorithmically.

If the system is specified with clear numerical coefficients, then the
calculations will be less cumbersome. But the general solution allows us to

consider that the denominators for the unknowns found are exactly the same.
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And the figures show some patterns of their construction. If the size of the
system of equations is greater than two, then the elimination method leads to
very inconvenient calculations. Only algorithmic solutions have been developed
to avoid them. The simplest of them is Kramer's algorithm (Kramer's formulas).
To study them, you need to know what a system of general equations of n

equations is.
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